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Dear Readers,

I am delighted to present to you the latest edition of the
Computer Science Journal, a platform that showcases the
multitude of topics of interest within the Newstead
computer science community.

In this edition, we delve into a diverse range of topics that
underscore the breadth and depth of computer science.
Our contributors have brought together a wealth of
knowledge and perspectives, covering everything from
cutting-edge technologies to foundational concepts.  

Whether you are a seasoned tech enthusiast or new to the field,
there is something here for everyone. We hope this edition
inspires you to explore further and perhaps even contribute to
our future issues.

Thank you for being part of our community. Happy reading!

Best Regards,
Sanaa 
Editor-in-Chief, Computer Science Journal

Editor’s Note
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Data centres are the backbone of the modern digital world,
housing the infrastructure necessary to store, process, and
disseminate vast amounts of data. These facilities are
crucial for supporting the Internet, cloud computing, and
various online services that have become integral to daily
life.

Introduction to Data Centres
A data centre is a facility that centralizes an organization's
IT operations and equipment, providing the storage,
processing, and dissemination of data. It houses servers,
storage systems, networking equipment, and other critical
infrastructure necessary for running applications and
services.

Data centres are designed for reliability and security,
ensuring continuous operation and protection of sensitive
information. They employ advanced cooling systems,
backup power supplies, and stringent security measures to
maintain optimal performance and safeguard data. Data
centres are essential in the digital age due to their
scalability, reliability, and, security. This includes the ability
to scale infrastructure, minimize downtime with redundant
systems and, employ robust security measures to prevent
data loss or unauthorised access.

Data Centres and Their
Critical Role in the Digital Age

By Micah 



3

Applications in Cloud Computing
Cloud computing relies heavily on data centres to provide
scalable and on-demand computing resources. Cloud
service providers like Amazon Web Services (AWS),
Microsoft Azure, and Google Cloud Platform operate vast
networks of data centres worldwide, offering a range of
services from storage to machine learning.

Data centres enable the cloud's flexibility, allowing
businesses to scale their IT resources as needed without
investing in physical infrastructure. This flexibility
supports innovation and agility, enabling companies to
rapidly deploy new applications and services.

Applications in Big Data and AI
The explosion of big data and advancements in artificial
intelligence (AI) have increased the demand for powerful
data centres. These facilities provide the computational
power necessary to process and analyse massive datasets,
driving insights and innovation across various fields.

In AI, data centres support the training and deployment of
machine learning models, which require significant
processing power and storage. By enabling efficient data
processing and analysis, data centres play a critical role in
advancing AI research and applications.

Challenges Arising from Increased Demand



4

The increased demand for data centres has led to several
challenges but advances in technology have led to the
development of some solutions:

Energy Consumption: Data centres consume a significant
amount of energy, contributing to high operational costs
and environmental concerns. To address this, data centres
can implement energy-efficient technologies, such as
advanced cooling systems and renewable energy sources.
For instance, Google has committed to running its data
centres on carbon-free energy by 2030.

Heat Generation: The high density of computing
equipment generates substantial heat, requiring efficient
cooling systems to prevent overheating. Liquid cooling and
AI-driven cooling optimization are emerging solutions to
enhance cooling efficiency and reduce energy
consumption.

Cybersecurity Threats: As data centres become more
critical, they are increasingly targeted by cyberattacks.
Enhancing cybersecurity measures, including advanced
firewalls, intrusion detection systems, and regular security
audits, is essential to protect sensitive data.

Physical Space Limitations: The rapid growth of data
centres can lead to space constraints, particularly in urban
areas.
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Latency Issues: The distance between data centres and
end-users can cause latency, affecting the performance of
applications. Edge computing, which processes data closer
to its source, can mitigate latency issues and improve the
performance of real-time applications like autonomous
vehicles and IoT devices.

Data centres are pivotal in the modern digital landscape,
as they provide the performance and information required
in the digital age. While increased demand presents
challenges such as high energy consumption, innovative
solutions are emerging to address these issues. By
adopting advanced technologies and sustainable
practices, data centres will continue to support the
infrastructure that underpins today's digital services,
driving innovation and efficiency.
References
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Singularity
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By Vyshali 

Imagine a future where machines are not just tools but thinkers
and creators, far surpassing human intelligence. This concept is
called "technology singularity," a point where artificial
intelligence (AI) advances so dramatically that it changes
everything about how we live, work, and understand the world. 

What is it?
“Technology Singularity” refers to a moment in time when
technological growth becomes uncontrollable and irreversible,
resulting in unpredictable changes to human civilization. This
idea was popularized by mathematician and computer scientist
Vernor Vinge in the 1980s, and later by futurist Ray Kurzweil.
They predict that once machines achieve superintelligence, their
ability to improve themselves will accelerate beyond human
control or understanding. 
Currently, AI can perform specific tasks like driving cars,
recognizing speech, and beating humans at chess. The
singularity would occur if AI systems develop the ability to learn
and innovate without human intervention, a concept which has
begun to be explored through machine learning.
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This self-improvement could lead to superintelligent machines
capable of solving complex problems and creating new
technologies at a faster rate than humans can. According to
Moore’s Law processing power has been doubling approximately
every two years. If this continues, AI could become vastly more
powerful very quickly. 

What Could That Mean for Us? 
On the one hand, superintelligent AI could help us solve some of
the world’s biggest problems, such as curing diseases, ending
poverty, and reversing environmental damage. Automation and
advanced technologies could lead to unprecedented economic
growth, creating new industries and job opportunities.
Furthermore, advances in biotechnology made through
“technology singularity” could extend human lifespans and
improve quality of life. 

On the other hand, there are also many risks involved. Ensuring
that superintelligent AI acts in humanity's best interest is a
significant concern and raises many worrying questions. Who
controls the AI? And how do we ensure it remains safe and
beneficial? Moreover, as machines become more capable, many
jobs could be automated, A risk that has already been realised in
industries such as, manufacturing, media and agriculture. This
could lead to economic disruptions and the need for new types
of employment and education. Superintelligent AI could also
pose security risks if misused or if it develops goals that conflict
with human values. 

How Can We Prepare for the Singularity? 
Due to the great impact, it could have on our lives it's important
to prepare for the singularity. 
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This includes not only understanding AI and its implications but
also encouraging people to learn about ethics, and critical
thinking when it comes to technology. Governments, companies,
and researchers must also work together globally to manage the
risks and rewards of advanced AI. For example, by developing
ethical frameworks to guide AI development and ensure it
benefits humanity. 
  
In conclusion, “technology singularity” could bring about
significant changes. While the exact timeline and outcome are
uncertain, it's clear that the advancements in AI and technology
will shape the future in ways that have the potential to pose
huge risks. But by preparing wisely, we can navigate this future
to ensure that it benefits all of humanity. 



What is “The
Cloud”?
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By Nithyashree 

“Don’t worry about it, it’s on the cloud!”

I’m sure you’ve heard the term ‘the cloud’ being used a lot, but
have you ever wondered what it actually means?

To put things simply, the cloud is the internet. The cloud refers
to servers that are accessed over the internet, and the software
and databases that run on those servers. These servers are
located in data centres, which are facilities housing many
computers that work together to process, store, and share data,
all over the word. Essentially, the cloud is a global network of
servers, with each server having its own unique function, like
running applications and managing data for example, allowing
any data stored on the cloud to be available constantly no
matter the location.
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Is it important, and if so, why?

The cloud is extremely important for both businesses and users
like us!

As mentioned before, cloud servers are located in data centres.
This means that companies do not have to manage physical
servers themselves or run software applications on their own
machines. This removes some IT costs, as they will not need to
update and maintain their own servers, as the cloud vendor (the
data centre) they are using will do that. This is especially useful
for small businesses, who may not have been able to afford their
own servers and other infrastructure. The cloud offers a more
affordable alternative to accessing data by cutting the need for
individual companies to manage their own physical servers,
therefore reducing money spent on things like repairs, or
maintenance.

For users, the cloud is useful as it means that users can access
any data on any device, whenever they want, wherever they
want. This is why if a device breaks, the user can still access the
data from that device on a different device, provided all the
data is backed up. Without the cloud, you wouldn’t be able to go
on social media apps unless you are opening it on the device you
first logged in!

The cloud is great, but are there any disadvantages?

Naturally, yes. As we advance into an era of technology, the
amount of digital information produced by humans is increasing
as you read this article. While this opens up many scopes for the
usage of technology, this poses some problems for businesses:



11

1. It is difficult to store such a large amount of information
without overloading traditional computer systems
2. It is difficult to protect great volumes of digital data when it is
being stored
3. The resources required to constantly manage and maintain
digital data accurately can be expensive

The vulnerability of the cloud is a major disadvantage of the
cloud. This means that there is a risk of data loss or theft, data
leakage and DDoS attacks, because of the fact that the cloud is
available all over the world to anyone with access to the
internet.

The cloud is amazing, and inarguably the most fundamental part
of the internet as we know it today. It provides a cheaper option
for businesses, and it means that even if we break our phone, we
can still find our favourite pictures with our friends!

So next time you lose your phone, or you break it (I hope you
don’t), I hope you remember that there’s nothing to worry about,
as a wonderful thing called the cloud exists!



The Halting Problem
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By Kishi 

David Hilbert said, rather optimistically, that “in mathematics
there is no ignorabimus” - in other words, in mathematics there
is no ‘we will not know’. In 1928, he introduced the
Entscheidungsproblem (Decision Problem), asking if there was
an algorithm that could take any logical statement and
determine if it was true or false.  
If this algorithm existed, it would be able to answer some of
mathematics' unanswered questions. One of the simplest to
understand examples is the Collatz Conjecture. It generates a
sequence like this: 

Take a positive integer, n 1.
If n is even, divide by 2 2.
Else (if n is odd) multiply by 3 and add 1 3.
Go back to step one 4.

The conjecture states that this sequence will always eventually
reach the number 1. However, its simplicity is deceptive as it is
extremely difficult to prove. 
A python function for the collatz conjecture can be written like
this:  
def Collatz(n): 
  while n != 1: 
       if n % 2 == 0: 
            n = n // 2 
       else: 
            n = 3 * n + 1 
  return True 
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If Hilbert’s algorithm existed, we could have a program that
would tell if the above function would return true for all
numbers. Another way of looking at this is in terms of a program
running infinitely or halting. If the Collatz function returned true
for every number, we could write the program to run infinitely.
However, if the function did not return true for any number (i.e.
it runs infinitely never reaching 1) we could make the overall
program halt. So, a general program that could decide if another
program would halt or not, could hypothetically tell us whether
or not the Collatz Conjecture is true. 
 
This idea for a general ‘halting’ program was introduced by Alan
Turing in 1936, when he put forward the Halting Problem.
However, he proved using contradiction that such an algorithm
could not possibly exist. 
He started by assuming that such a program (let’s call it H) does
exist. It would take a program as input and determine whether or
not it would halt. Next, he introduced another program which
does the opposite of whatever H outputs (let’s call it O). 

Here is a program that would run forever: 
while true: 
 print (“This program runs forever.”) 
 
Imagine that O takes H and the above program as input. H
determines the program will run forever. Therefore, O does the
opposite and halts. 
Here is a program that does not run forever: 
print (“This program does not run forever.”) 
 
Now, H determines that the program halts and so O runs forever. 
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Next, Turing asked what would happen if O took itself and H as
input. 
There are two possibilities: 

If H outputs that O will halt, O will do the opposite and run
forever. Therefore, H was wrong, 

1.

If H outputs that O will run forever, O will do the opposite
and halt. Therefore, H was wrong. 

2.

This means that the initial assumption that H exists cannot be
true, as here H was wrong, so the Halting problem cannot be
solved, and by extension the Entscheidungsproblem cannot be
solved by any algorithm.  
Turing’s proof revealed a fundamental limitation in computing:
there are some questions that no program can answer
definitively. Turing (and now many others) have shown that
there are limits to what algorithms can achieve.  
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Choosing a programming language to learn when you first
start out may be confusing, seeing as there are so many in
existence, the majority of which you probably have never
even heard of. So, why are there so many? And why do we
even need all of them?

To answer this question, different programming languages
serve many different types of problems. Programming
languages are specially designed to fit specific needs, as
distinctive problems arise, which requires these tools to
solve. For example, Python can be used effectively for data
analysis, but C is used for systems programming. The wide
variety of languages available allows for choice so
programmers can select the language that best suits their
unique situation.

As technology evolves, so do the quantity and variety of
programming languages being created. This is due to the
many complications that require new languages to be
created, such as the emergence of web development, which
was followed by JavaScript and PHP, both of which can be
used to make dynamic websites. 

Why Do We Have So Many
Programming Languages?

By Tingting 
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The current programming languages we have might not be
able to deal with the specific problems due to the nature
of the language or the uniqueness of the problem, so many
new languages are created by a company or an individual
to cater to their needs, only to become popular due to its
uses in wider society. A notable example of this is
JavaScript, created by Netscape in 1995. Although it was
initially produced for front end development so web
developers and designers could make websites in short
amounts of time, it is now used for back end, front end,
and mobile development.

Further, depending on the type of developer job, different
languages are required. Just like the different branches of
medicine that require doctors to be specialised in certain
areas, the diverse types of softwares and platforms mean
that programmers can also specialise in languages.
Examples of developer jobs and the main programming
languages used include: Game developers who use C++ or
C# to make video games, Web developers who use HTML
or JavaScript to make websites, Data scientists who use
Python or MatLab to analyse data for either scientific or
educational purposes.

Lastly, all projects have a different goals and deadlines
they need to meet, meaning certain languages are more
suited than others.
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If a developer requires a program to be built in a short
timeframe, they can turn to JavaScript for a versatile
language with many uses, or if they want an effective
program with granular control, they could use C++ or Go.

The easiest way to choose a programming language to
learn is to ask yourself what your end goals are. What do
you want to build? Are you trying to get into game
development or website building? Once you’ve answered
these questions, choosing the right programming language
for your specific task should be much easier!



Why Do We Not Just
Use One Universal

Programming
Languages?
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By Yi Ray 
One of the most frequently disputed topics for beginners in the
computer science world is the question of which programming
language is the best, and which should be learnt first. When
typed into Google, the results fluctuate between JavaScript,
Java, C++, Python (which we learn here at Newstead for GCSE)
and many others – there is no obvious champion. But why?

The answer to that question is widely accepted by computer
scientists. After all, asking a programmer what the best language
is would be like asking a mechanic for their best tool; there is in
face no best tool, as every tool serves a different purpose.
Similarly, every existing programming language has purposes it
is better suited to than others: Python is extensively applied in
data science, data analysis and scientific computing, while C++’s
speciality lies in systems programming, and so on.

So why don’t computer scientists create (and stick to) a single
general-use programming language that can do it all?
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While that appears to be a simple solution, each programming
language will have its own trade-offs – for example, languages
that are generally considered easier to learn and write tend to
be slower and use more memory due to the computer having to
do a lot of the work. The moment a brand-new language is
created which claims to be able to do everything, brand-new
issues and limitations attach themselves alongside it, making a
single universal programming language essentially impossible to
achieve.

It is also important to note that its apparent impossibility is not
the only reason we don’t just use a universal programming
language. Currently, the competition between existing languages
to be the best and most applied is what promotes innovation
and development of the languages themselves. If there was a
programming language capable of everything available to all
programmers, nobody would attempt to invent something
better.

Furthermore, any “universal” programming language would still
need to be able to communicate and interact with existing code
bases and legacy systems (outdated computer systems,
hardware and software that is still in use) which are written in
different languages. This means that the maintenance of the
current range of languages would still be necessary, unless
everyone collectively decides to scrap every program that did
not use the “universal” language and start anew.

In conclusion, the current diversity of programming languages
ought to be celebrated as evidence for the development of
computer science and as freedom for everyone to choose what
tools they want to use to practise the concepts of programming
– there is not an overall “best” programming language for a
reason.



Is it Possible to Upload
Our Minds to a Computer?
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By Nadia 
Intro 
We’ve seen it in various sci-fi films or books, the dream of one
day leaving our flesh and bones behind and upload our minds to
a computer. Where we could live without needing to worry about
physical ailments, the natural lifespan of a human being and the
limitations of biology. In such a world where we were to do this,
the possibilities would be endless. You could wake up and turn
gravity off, you could decide to go to school on a UFO, or you
could not go to school altogether and have the curriculum
downloaded directly to your brain. Could this dream become a
reality? Could we upload our minds? 
 
How would we get the mind inside the computer? 
One way of uploading our minds could be cutting up our brains
into extremely thin slices and storing this information onto a
computer. Extraordinarily, some researchers were able to do
this to 1cm3 of mouse brain. They used 25,000 thin slices of
tissue and then mapped them out onto a computer. 



21

The brain of a man has a volume of about 1.26 million cubic
millimetres and contains about 100 billion neurons (as many
stars as could be counted in the Milky way) – one million times
those contained in our cubic millimetre of mouse brain. And the
estimated number of connections is a staggering ten to the
power of 15. That is ten followed by 15 zeroes – a number
comparable to the individual grains contained in a two meter
thick layer of sand on a 1km-long beach. 

Even if would agree that we slice your brain into extremely thin
slices, it is highly unlikely that the full volume of your brain
could ever be cut with enough precision and be correctly
“reassembled”.  

How would we get a computer to run our brains? 
[6] One approach at getting the brain to work with electronics is
a chip called Brainoware. It was created by a team of engineers
based in Illinois in the USA. Brainoware can do maths equation
and even recognise speech. 

The researchers gave Brainoware 240 audio clips from 8
speakers making Japanese vowel sounds and asked it to
recognise on of the voices. After training for just two days, it was
able to identify the speaker with 78 percent accuracy. 
 
Brainoware works by connecting brain organoids to an array of
high-density microelectrodes, using a type of artificial neural
network known as reservoir computing. Electrical stimulation
transports information into the organoid then into the reservoir
so that information is processed before Brainoware spits out its
calculations in the form of neural activity. 
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Normal computer hardware is used for the input and output
layers. These layers had to be trained to function with the
organoid, with the output layer reading the neural data and
making classifications or predictions based on the input. 

It was slightly less accurate than a pure hardware computer
running on artificial intelligence, but the research demonstrates
an important first step in a new kind of computer architecture.
± 
While it would be nice in theory, to scale up Brainoware to work
with a full brain, it isn’t an actual brain, but simply arrangements
of tissue without anything resembling thought, emotion, or
consciousness. This begs the question, is it even possible for us
to upload our minds? 
 
How would we store the information? 
We don’t even know how much information storage a human
brain can hold; you can imagine how hard it would be to transfer
it into a computer. You’d have to first translate the information
into a code that the computer can read and use once it is stored.
Any error in doing so would probably prove fatal.
  
A simple rule of information storage is that you need to make
sure you have enough space to store all the information you
need to transfer before you start. If not, you would have to know
exactly the order of importance of the information you are
storing and how it is organized, which is far from being the case
for brain data.  

If you don’t know how much information you need to store when
you start, you may run out of space before the transfer is
complete, which could mean that the information string may be
corrupt or impossible for a computer to use. 
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Also, all data would have to be stored in at least two (if not
three) copies, to prevent the disastrous consequences of
potential data loss. 
 
Could we ever fully upload our brains to computers? 
Personally, I think we should leave the question of uploading our
minds to sci-fi films. While a great concept, there are many
technical and ethical issues related to the topic – do you really
think the thought of getting your brain sliced up into little pieces
appeals to many people? I think there are more plausible
alternatives like Neuralink and Synchron, both companies
working to create useful BCIs (Brain Computer interfaces), but
the notion of completely uploading our minds to digital
interfaces is a fantasy left as just that; a fantasy. 
Sources: 
[1] https://www.youtube.com/watch?v=4b33NTAuF5E&t=3s 
[2] https://www.youtube.com/watch?v=2DWnvx1NYUA 
 [3] Can you upload your brain to a computer? A neuroscientist explains the crushing reality (inverse.com)  
[4] When will I be able to upload my brain to a computer? (theconversation.com) 
[5] https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwiGzYWtnaOGAxX-
Q0EAHfkHBfIQtwJ6BAgYEAI&url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DUrk3xn7l3AM&usg=AOvVaw08u2AiWMG5rD0Jgb8JIqXy&opi=89978449  
[6]Human Brain Cells on a Chip Can Recognize Speech And Do Simple Math : ScienceAlert 

https://www.youtube.com/watch?v=4b33NTAuF5E&t=3s
https://www.youtube.com/watch?v=2DWnvx1NYUA
https://www.inverse.com/science/when-will-i-be-able-to-upload-my-brain-to-a-computer
https://theconversation.com/when-will-i-be-able-to-upload-my-brain-to-a-computer-184130
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwiGzYWtnaOGAxX-Q0EAHfkHBfIQtwJ6BAgYEAI&url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DUrk3xn7l3AM&usg=AOvVaw08u2AiWMG5rD0Jgb8JIqXy&opi=89978449
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwiGzYWtnaOGAxX-Q0EAHfkHBfIQtwJ6BAgYEAI&url=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DUrk3xn7l3AM&usg=AOvVaw08u2AiWMG5rD0Jgb8JIqXy&opi=89978449
https://www.sciencealert.com/scientists-built-a-functional-computer-with-human-brain-tissue
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By Vaasvi 

As we stand on the precipice of an era dominated by artificial
intelligence, it's essential to examine not only the marvels but
also the potential dangers that lie ahead. 

Imagine a world where machines, designed to simplify our lives,
begin to outsmart us, encroach upon our autonomy, and
potentially control us. This scenario is no longer confined to the
realms of science fiction; it's a possible reality that we must
confront with vigilance.

Firstly, consider the rapid pace at which AI technology is
advancing. AI systems are becoming increasingly capable of
performing tasks that were once the exclusive domain of human
intelligence. From diagnosing medical conditions with
unparalleled accuracy to outperforming human champions in
complex games, AI's prowess is undeniably impressive. But
herein lies the first danger: as AI grows more sophisticated, it
starts to become less transparent. The algorithms governing
these systems are often inscrutable, even to their creators. This
opacity can lead to unintended consequences, where AI makes
decisions that are inexplicable and unaccountable.

Moreover, AI has an insatiable appetite for data. It thrives on the
vast amounts of personal information we generate daily. 
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Our online activities, purchasing habits, even our most intimate
thoughts shared on social media—all feed into the AI's ever-
expanding database. This unprecedented level of surveillance
raises significant privacy concerns. We risk living in a society
where our every move is monitored, analyzed, and potentially
manipulated by unseen algorithms.

One of the most alarming aspects is the potential for AI to
disrupt job markets. Automation promises efficiency and cost
savings, but at what cost to human labor? Many industries are
already experiencing the displacement of workers by machines
capable of performing tasks faster, cheaper, and without the
need for rest. This shift threatens to exacerbate economic
inequality, leaving millions of people unemployed and
disenfranchised.

But the most chilling prospect is the possibility of AI surpassing
human intelligence—a concept known as the singularity. If AI
were to achieve this level, it could theoretically improve itself
indefinitely, leading to an intelligence explosion. In such a
scenario, the balance of power could shift dramatically, with AI
entities possessing capabilities far beyond human
comprehension. This raises existential questions about control
and governance. Who would oversee these superintelligent
beings? Could they be programmed with a moral compass
aligned with human values? Or would they pursue their own
objectives, potentially at odds with our survival?

The implications of AI in warfare further illustrate its potential
for devastation. Autonomous weapons, capable of making life-
and-death decisions without human intervention, are already in
development.
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These "killer robots" could change the face of conflict, making
wars more efficient but also more impersonal and
indiscriminate. The risk of these technologies falling into the
wrong hands or being used unethically is a dire concern that the
international community must address urgently.

In conclusion, while AI holds immense potential for advancing
our civilization, we must remain acutely aware of its darker
facets. The prospect of AI taking over the world is not a distant
dystopia but a conceivable outcome if we proceed without
caution. It is our responsibility to ensure that AI develops in a
manner that is transparent, ethical, and aligned with human
values. By fostering a dialogue that considers both the benefits
and the perils of AI, we can steer its evolution in a direction that
enhances rather than undermines our humanity.
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Imagine soaring through endless galaxies or exploring the
uncanny depths of the ocean. All these fantastical,
imaginary situations can become tangible through the
development of virtual reality (VR). Developers combine
high-end technology such as motion sensors, with standard
video game graphics to provide users with an immersive
experience, allowing them to freely delve into their
unworldly gaming surroundings even more, just by simply
wearing a headset. 

For all the avid gamers or technology enthusiasts, here is a
simplified explanation of the intricacy in the technological
processes VR uses to provide us with a high-quality
experience. The core of VR is the head-mounted display
(HMD), equipped with motion-tracking sensors to monitor
head movements so that your surrounding environment
responds accordingly, to ensure you feel as though you are
really exploring this virtual world. VR software is then used
to craft the enchanting 3D environments, objects and
characters that bring your gaming experience to life. This VR
scene is displayed in front of you within the headset. To add
even more depth to the realism of these detailed scenes, VR
uses stereoscopy – this means slightly different images are
displayed in front of each eye – providing a greater variety
for the user’s visual perception as this lets objects appear
closer and farther away.

Virtual Reality in the Gaming
Industry

By Jesseca 
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Not only does VR satisfy your visual senses, but also allows
gamers to interact with their virtual surroundings through
input devices like controllers or gloves, enabling users to
perform realistic actions within the game. Audio is also
crucial for immersion, and this is achieved through spatial
audio, allowing sounds to adapt based on where within
your virtual world you are. All these features transport you
into your make-believe fantasy. 

Big brands have begun to adopt this new, modernised
style of gaming. In 1995, Nintendo, one of the biggest
gaming producers in the world, introduced the first virtual
console and headset. Unfortunately, ‘VR boy’ was not as
successful in the industry as expected due to the lack of
establishment within this sector of technology, but this
helped to pave the beginning of the evolution of VR within
gaming. Many brands such as  Oculus have begun to
embrace VR. Oculus Meta Quest 3, having just been
released on October 10th 2023, has gained immense
popularity and some may even call it the ‘best VR headset
of 2024.’ However, one VR invention I found particularly
interesting was the ‘Google Cardboard’ VR headset. As
confusing as it sounds, this headset allows users to gain an
immersive experience just by merely using their own
phone and a Google headset crafted from cardboard.
Customers may receive a pre-made headset or allow their
creative mind to be free by making their own from a kit
provided. These headsets are very specifically and
accurately constructed to ensure that the lenses are
positioned at the optimal distance from your phone, to
create a 3D effect. 
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Your phone screen becomes your VR display and
compatible apps are used to create your own virtual
dream place. Sadly, the brand has now been discontinued.
However, we all eagerly await further innovative creations
the future brings using VR.   

VR is now a thriving sector in the gaming industry, with an
estimated net worth of $22 billion by 2025. These futuristic
developments are important to observe as even though in
this article I have focused specifically on gaming, VR has
made its way into many other areas, such as medicine to
simulate surgeries or even in court to enable judges to
revisit crime scenes virtually. Who knows, VR may well
become your next best friend.                                                                   
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By Sharon
What is computer modelling?
Computer modelling is a representation of real-life systems or
situations. These computer models can be altered and changed
to see how different life scenarios respond to different
challenges. Computer stimulation can be thought of as a
comprehensive method for studying systems. Computer
stimulation and computer modelling work hand in hand to
create computer-based representations of real-life systems and
can be used to predict, study or optimise the behaviour of
certain scenarios.

Computer modelling and stimulation in F1.
Crafting a high-performance race car involves a complex
collaboration among top-notch computer scientists, racing
engineers, and physicists. Together, they strive to create the
most exceptional and speediest race car that complies with the
rules. In the contemporary scenario, race teams employ
customized software to aid in the design process, a significant
departure from traditional approaches. The modern approach
heavily relies on computer-aided design (CAD), utilizing its
precision to pinpoint enhancements. 
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Specifically, teams harness computational fluid dynamics (CFD)
to simulate the aerodynamics of their cars, experimenting with
various configurations and components. The efficacy of these
techniques hinges on robust data systems capable of managing
the substantial computing power required for the intricate
design phase. Computer modelling allows for the design of the
car to be examined and tested beforehand which massively
helps to reduce the chance of injuries and overall costs.

How has computer stimulation affected healthcare?
Healthcare systems are complex, involving numerous people
and resources. This complexity makes them hard to understand
and even more challenging to improve. For healthcare managers
and policymakers, predicting how one decision might impact all
the interdependent parts of the system is often difficult. To
tackle similar challenges, managers across sectors are using
simulations to observe responses in specific situations.
Simulations replicate real-world scenarios in controlled
environments, providing a risk-free way to test system changes.

Simulations come in different forms, involving live participants
(in vivo), computer programs (in silico), or a combination of both,
where humans interact with computer simulations. They allow
the observation of otherwise impossible situations and facilitate
staff training in policies and procedures. Constructive
simulations use computer models to replicate entire systems,
such as a ward or healthcare service. These models incorporate
system rules, like resource allocation and waiting queue
priorities, enabling the assessment of various policies and
resource configurations through 'what-if' scenarios. This
approach is valuable for healthcare policymaking and
management, promoting dialogue and learning among
stakeholders. However, a common challenge for all computer
modelling methods is the need for adequate data.
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Virtual simulation, a subtype of SD, allows researchers to study
real-time decision-making by seeking input from participants,
capturing decisions more reflective of real decision patterns
than rules coded in computer models of constructive
simulations.

Conclusion
In the future, computer modelling, and simulation will extend
into various fields, enabling progress in diverse aspects and
facilitating the creation of numerous tests and models without
the need for physical prototypes. This advancement allows for
virtual testing before actual manufacturing, resulting in
significant time savings. As simulation technology progresses,
more precise estimates will become available, enabling us to
adjust our actions based on more accurate predictions. The
continuous growth and evolution of computer science are
transforming our world, with simulation being a prominent
example of its impact.
Computer modelling and simulation | Faculty of Medicine | Imperial College London Computer Simulations Then and Now: an Introduction and Historical Reassessment | NTM
Zeitschrift für Geschichte der Wissenschaften, Technik und Medizin (springer.com) Computer Simulations in Science (Stanford Encyclopedia of Philosophy) From behavioural
simulation to computer models: how simulation can be used to improve healthcare management and policy - THIS Institute - The Healthcare Improvement Studies Institute
(cam.ac.uk) AI tech drives transformation of F1 racing | VentureBeat
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By Emily
Introduction 
It's the year 2024, and our world might be heading for ruin. That
sounds rather demoralising, but it's our responsibility, as the
future generation, to be fully aware of the harsh reality of the
environmental crisis. I will iterate a few critical statistics: 10 of
the warmest years on record have all occurred since 2010; 3.6
billion people already live in areas highly susceptible to climate
change; and the world is likely to encounter 2.7 degrees Celsius
warming by the year 2100 AD.  
As much as it is crucial to be acquainted with the facts, it is
equally fundamental to remember that we are not entirely ill-
fated. Though the Industrial Revolution and the technological
advancements succeeding it have resulted in vast depletion of
natural resources such as energy stores, it could be technology
that, ironically, is responsible for saving our planet. 
There is an abundance of ways that technology is already
contributing to solving environmental challenges and will
continue to do so. 
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Applications of technology to help our planet 
One application of technology is the use of data analytics and
sensors for environmental monitoring. This enables observance
of many various environmental indicators, including water
quality, noise pollution air quality, and biodiversity. Analysis of
these metrics is crucial, as it becomes the catalyst for
environmental action, if the data shows reason for concern. For
example, oxygen, carbon dioxide and temperature monitoring in
water bodies can be essential to evaluating it as an appropriate
habitat for aquatic life. In turn, measures can be taken if a
habitat is found to be under threat.  

Moreover, artificial intelligence (AI), as one might expect, plays a
vital role and will do so in areas where it has not been fully
implemented yet. One way is through increasing the efficiency
of solar panels. Solar panels use photovoltaic cells to harness
energy from the Sun, and while this is an incredible
phenomenon, widespread implementation of them relies on
improving their efficiency, and this is something AI is able to
help with. What is critical to this is the design and thoughtful
selection of the materials that will make up the solar panel; it is
AI-driven algorithms that are able optimise solar panel designs,
by predicting how various materials will perform under a range
of environmental conditions. This allows production of cost-
effective, high-performing solar panels, meaning more people
will purchase and make use of them. This, consequently, means
less dependence on unrenewable energy sources like fossil fuel. 
 
On a more general basis, AI can improve energy efficiency
through prediction of energy usage patterns and optimising
energy consumption.
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It can also be used to identify areas of energy waste and suggest
ways to reduce it. Google's DeepMind, for instance, has used AI
to optimise cooling systems in its data centres, reducing energy
consumption and carbon emissions.  

Another use of AI is for carrying out simulations and building
models for climate prediction; there is a myriad of variables that
impact the climate, and different ones can be tweaked with ease
to make informed estimates about the future state of our planet.
 
In addition, energy efficient technologies provide a way for
power consumption to still occur, but in a manner that is far
more efficient and helpful to the environment. We can consider
one rather well-known example: light-emitting diodes (LEDs).
These generate a trivial amount of heat, especially in
comparison to traditional incandescent light bulbs. In
comparison, they also last 25 times longer and use up to 90%
less energy. 

As for household devices and appliances - dryers, washing
machines, dishwashers, fridges, freezers, TVs, computers and
phones - the manufacturers of these usually also offer energy-
efficient versions of their products.  

Another significant development is the smart meter; this
electronic device observes the consumption of electric energy
in intervals (say, hourly intervals) and outputs this information
for either monitoring, billing or both. As they enable consumers
to see their own electricity consumption in real time, they
encourage consumers to conserve energy where possible, which
is, needless to say, good for the environment.  
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Well, conventional power stations (gas, thermal, and others)
have various adverse effects on the environment, such as
releasing CO2 or depleting the Earth's resources. In comparison,
smart grids involve integrating renewable energy. Moreover,
smart grids are able to directly reduce power losses, lowering
energy consumption.  

Undoubtedly, there are other benefits, though not all are as
concerned with the environment (such as the ability to reduce
power blackouts and improving reliability, quality and security
of electricity). But in terms of how smart grids can aid the
environment, this is a short summary. 

Conclusion 
Many new and smart technologies serve as game-changing
potential solutions to climate change. However, it is equally
important to remember that it is humans who are the heart of
these technologies, as their operators. For all the potential that
artificial intelligence has, and for everything these
developments stand for, if us as a society do not pay sufficient
attention to this issue, and prioritise sustainability, all of it
becomes fruitless. Technology is a way of empowering us, by
giving us the tools we need to make a difference, but ultimately,
we need to make a conscious effort to use technology to reverse
the damage that has been done to our planet. 


